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● Pre-trained embeddings are anisotropy(各向異性)
○ word embeddings occupy a narrow cone in the vector space

Problem
3

Gao et al. 2019

https://arxiv.org/pdf/1907.12009.pdf


● Methods
○ BERT-Flow
○ BERT-Whitening

Problem
4

https://zhuanlan.zhihu.com/p/468922604Anisotropicisotropic



Solution

● Pre-trained embedding + Contrastive Learning

● Unsupervised 
○ Uses standard dropout as data augmention

● Supervised 
○ uses entailment + contradiction pairs from NLI datasets

5

https://www.youtube.com/watch?v=u-OQVQSvx38&t=251s
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SimCSE
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Unsupervised : BERT Dropout
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Dropout
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https://jmlr.org/papers/volume15/srivastava14a/srivastava14a.pdf

Two dogs are running.



Loss function
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random mask for dropout

sentenceencoder

sim =

temperature

postive sample

negative sample



● STS-B development set 

● Spearman’s correlation

Comparison of data augmentations
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examples of data augmentation



STS-B development set example 
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https://huggingface.co/datasets/stsb_multi_mt/viewer/en/dev



Spearman’s rank correlation 
coefficient
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Xi (STS-B) Yi(data augmentations)

5 4.75

4.75 3.5

1.25 1.5

3.15 3.75

2.45 1



Spearman’s rank correlation 
coefficient
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Xi (STS-B)
Yi

(data augmentations)
xi (rank) yi (rank) di di

2

1.25 1.5 1 2 -1 1

2.45 1 2 1 1 1

3.15 3.75 3 4 -1 1

4.75 3.5 4 3 1 1

5 4.75 5 5 0 0

= 1 -
6* 4

5*(52-1)
=  0.8 



● SimCSE objectives
○ self-prediction

Comparison of different unsupervised objectives
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Effects of different dropout probabilities
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𝓁align-𝓁uniform plot(unsupervised SimCSE) 
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● All models improve uniformity

● Unsupervised SimCSE keeps a steady alignment



Supervised : NLI dataset 
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1. QQP(Quora question pairs)

2. Flickr30k
a. each image is annotated with 5 

human-written captions 
b. consider any two captions of the 

same image as a positive pair 

3. ParaNMT
a. a large-scale back-translation 

paraphrase dataset

4. NLI : SNLI + MNLI

Choices of labeled data
21
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QQP ↑  ParaNMT-50M↓
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Flickr30k  SNLI+MNLI



Supervised : NLI dataset 
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Premise Entailment hypothesis

Contradiction hypothesis

+ in-batch negatives
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● STS(2012-2016)

○ a set of semantic textual similarity datasets

● STS Benchmark

○ include text from image captions, news headlines and user forums.

○ include STS(2012-2016)

● SICK Relatedness

○ a dataset for compositional distributional semantics

Dataset
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Unsupervised Models
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Supervised Models
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Ablation
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Two key properties related to the contrastive learning
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Wang and Isola (2020) 

encoder f is perfectly aligned if f(x) = f(y)
encoder f is perfectly uniform if the distribution of f(x) for x ∼ Pdata

http://proceedings.mlr.press/v119/wang20k/wang20k.pdf


𝓁align-𝓁uniform plot of models
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Color of points and numbers 

in brackets represent 

average STS performance



Case Study
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有一個男子在船上

有一隻狗在草地上
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Conclusion

● This paper propose a simple contrastive learning framework 

that outperforms most existing models.

● Using supervised learning also makes the overall effect 

better.
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